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Vane-Blade Interaction in a Transonic Turbine,
Part I: Aerodynamics
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Part I of this article presents results of a computational investigation of the effects of blade row interaction
on the aerodynamics of a transonic turbine stage. The predictions are obtained using a two-dimensional unsteady
Navier-Stokes code based on an explicit Runge-Kutta algorithm and an overlapping O-H grid system. This code
simulates the flow in time-accurate fashion using nonreflective stage inflow and outflow boundary conditions
and phase-lagging procedures for modeling arbitrary airfoil counts in the vane and blade rows. The O-H grid
provides high spatial resolution of the high gradient regions near the airfoil surfaces and allows for arbitrary
placement of stage inflow and outflow boundaries. Unsteady and time-averaged airfoil surface pressure pre-
dictions are compared with those from an older version of the code based on the explicit hopscotch algorithm
and an O-grid system, and experimental data obtained in a short-duration shock tunnel facility.

Introduction

OST of the performance improvements in modern axial

turbines can be attributed to the extensive use of ad-
vanced computational fluid dynamics (CFD) codes in the de-
sign process. Today, highly accurate CFD codes are used
routinely to optimize flow path and blading contours. For the
most part, these codes were developed for steady flow through
isolated blade rows and do not account for the unsteady po-
tential, wake, and shock wave interactions between neigh-
boring blade rows.

Considerable research has been performed to determine
the effect of unsteady interactions on turbine aerodynamics.
Hunter' and Dring et al.? performed large-scale, low-speed
turbine rig tests and investigated the effect of varying the
spacing between the vane and blade rows. They detected
considerable differences between the rotor exit conditions for
the different vane-blade spacings which were attributed to
unsteady phenomena. Scholz® and Sharma et al.* determined
that blade-element losses in the unsteady stage environment
are larger than those in a steady cascade. They estimated that
the additional losses induced by unsteady effects may be on
the order of 25-100% of the losses for airfoils in a steady
cascade.

The finding of increased loss for unsteady interactive flows
is also supported by fundamental studies of the effect of stator
wakes on the downstream rotor boundary-layer transition per-
formed by Pfeil et al.,* Paxson and Mayle,* and Addison and
Hodson.”* These studies have shown that unsteadiness cre-
ated by the vane wakes has significant effects on the boundary-
layer behavior for transitional laminar-turbulent flows. For
these flows, the laminar-turbulent transition location and pro-

Received Jan. 19, 1992; presented as Paper 92-3323 at the AIAA/
SAE/ASME/ASEE 28th Joint Propulsion Conference, Nashville, TN,
July 6-8, 1992; revision received Aug. 25, 1993; accepted for pub-
lication Aug. 26, 1993. Copyright © 1993 by the American Institute
of Aeronautics and Astronautics, Inc. All rights reserved.

*Senior Project Engineer, Advanced Turbomachinery Depart-
ment. P.O. Box 420. Member AIAA.

tChief. Advanced Turbomachinery Department, P.O. Box 420.
Member AIAA.

1Vice President, Research Fellow, P.O. Box 400. Associate Fellow
AIAA.

305

file losses are affected by the periodic unsteadiness created
by the upstream wakes.

For transonic turbines, significant unsteadiness occurs due
to vane trailing-edge shocks impinging on the downstream
rotor blades. Early work on the study of the effect of the vane
trailing-edge shocks on the rotor flowfield was conducted by
Doorly and Oldfield” in a linear cascade with upstream ro-
tating wires generating shocks that simulated vane trailing-
edge shocks. They found that the shock was a major source
of unsteadiness in the downstream blade row. In a compu-
tational study, Giles'’ found that vane trailing-edge shocks
produced a 40% lift variation on the rotor airfoils. Investi-
gations into vane-blade interactions in a full-scale transonic
turbine have been reported by Lewis et al.!! and Dunn et al.'?
Time-averaged data from these investigations showed reduced
loading on the vane, and negative incidence on the down-
stream blade resulting from the shock wave-rotor interaction.
Other computational and experimental investigations of blade
row interactions in transonic turbines have been reported by
Ashworth,'* Guenette et al.,"* and Rangwalla et al.'* All of
these investigations have shown strong effects of shock waves
on the unsteady vane-blade interactive flow.

This two-part article presents results of a computational/
experimental investigation of the effects of vane-blade inter-
action on aerodynamics and heat transfer in a transonic tur-
bine stage. In Part I of the article, a brief description of the
experimental facility/instrumentation is given. An embedded
O-H grid scheme for predicting the unsteady flow in a turbine
stage is presented, and aerodynamic results are compared with
experimental measurements previously taken in a short-du-
ration shock tunnel facility. Part II of the article presents
comparisons of predicted and measured airfoil surface heat
transfer rates on the vane and blade. The comparisons are
made on the basis of both phase-resolved and time-averaged
data.

Experimental Apparatus

The experiments were performed in a short duration shock
tunnel. This tunnel consists of an 18.5-in.-i.d. shock tube with
40-ft-long driver tube, 60-ft-long driven tube, a primary noz-
zle, and a 9-ft-diam, 34-ft-long dump tank. The test gas used
in these experiments was air. The facility can accommodate
the physical size and weight flow requirements of large tur-
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Fig. 1 Model housing turbine stage.
20, ) estab'I:ilso%ent E;Sel 6:113 Table 1 VBI turbine stage geometry
F I | l Stator Rotor
] M N e P NNyt Aaabomt oo,
£ 104 M Number of airfoils 30 45
g [\/ Chord, in. 2.66 1.87
& P S — et . Spacing, in. 2.03 1.34
10 20 30 40 50 60 Chord/spacing 1.32 1.39
Time—ms Mean radius, in. 9.73 9.70
) Aspect ratio 0.72 1.10
Fig. 2 Total pressure measurement time history downstream of the Leading-edge radius, in. 0.18 0.09
rotor. Trailing-edge radius, in. 0.03 0.03
Hub/tip radius ratio 0.82 0.81
bines and can be used to duplicate the flow function, Mach Tip radius, in. 10.64 10.64
numbers, Reynolds numbers, corrected speed, and wall-to- Trailing-edge blockage, % 9.44 10.32
gas temperature ratios associated with these engines.
The model housing the turbine stage is located in the ex-
panding flow portion of the shock tunnel facility. Figure 1 is Table 2 VBI turbine stage aerodynamics
a sketch of the model that houses the turbine stage. The flow
path consists of an inlet duct in which the Mach number is Stator Rotor
on the order of 0.05, followed by a rapid contraction in which Rotor speed, rpm — 11.400
the flow is accelerated to the vane inlet. The flow channel Stage equivalent work, Btu/lb — 33.7
downstream of the rotor exit is a constant area annulus up to Stage expansion ratio (total-to-static) — 4.07
the exit nozzle at the rear of the model where the pressure Inlet relative Mach number 0.164 0.483
and temperature ratios across the turbine stage are set. Fx‘t rellaltlye l\éIaCh nur]nbfjr 1'(121 1'0‘2‘4 .
The test is conducted by initially evacuating the entire fa- Enl;t relative How angle, deg 0-0 — 418
- . . . xit relative flow angle, deg 72.66 62.22
cility. A fast-actmgA valve between the driver and driven tubes Inlet total temperature, °R 940 940
is closed and the driver tube is filled with a helium/air mixture. Inlet total pressure, psi 44.0 —
To start the test, the driver and driven tubes are independently Corrected flow, Ib/s 22.57 _
pressurized to predetermined values, the rotor is brought up Inlet Reynolds number 8 x 10° e
to speed in a vacuum, the diaphragms are broken initiating Inlet turbulence intensity, % 5.0 —_—
the shock wave movement down the driven tube, and a pitot Reduced frequency 7.8 8.5
probe located in the flow sends a signal to a fast-acting valve Vane setting angle, deg —~61.0 —
Vane-blade spacing, in. 0.6 —

located at the end of the shock tube. This valve opens at the
appropriate time, allowing test gas to enter the turbine. Total
pressure time histories taken just downstream of the rotor
presented in Fig. 2 show the flow establishment and test times
for the system. The test time for the facility is on the order
of 25 ms.

The turbine stage used in this study was designed with
variable spacing between the vane and blade rows and with
variable vane setting angle. Data were taken for two vane-
blade spacings and two vane setting angles. The results re-
ported herein are for the close airfoil row spacing and closed
vane setting. The geometry and aerodynamic parameters for
this stage are given in Tables 1 and 2, respectively. The vane
exit Mach number for this case is supersonic with vane trailing-
edge shocks propagating downstream into the blade row, which
produces highly unsteady conditions on the blade leading edge.
The inlet turbulence intensity value of 5% given in Table 2
is an estimated value based on previous measurements per-
formed in the facility.

Time-averaged and phase-resolved pressure and heat trans-
fer data were measured on the midspan sections of the vane
and blade. The pressure data reported in this part of the article
were obtained using miniature Kulite® pressure transducers.
The transducers were flush mounted on the surface and had
an active area of 0.025 x 0.025 in. and a thickness of 0.0139
in. A thin layer of silastic material was placed over the trans-
ducers to provide a thermal barrier. The installed frequency
response of these units was in excess of 100 kHz. Figure 3 is
a photograph of the vane showing the pressure transducers.
The transducers were installed on the suction surface the same
way as they were on the pressure surface. Care was taken to
not alter the surface contour. We do not believe that the
presence of the transducers influenced the results. Further
details regarding the measurement/data reduction technique
are given by Dunn et al.'?
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Fig. 4 Overlapping grid systems: a) capped O-grid and b) O-H grid.

Computational Method

The computational method for modeling the flow in this
turbine stage is based on the implementation by Lewis et al.!!
of the phase-lagged method developed by Erdos et al.'® to
handle arbitrary airfoil counts in the two rows of a turbine
stage. This method, based on overlapping O-grids, was ex-
tended by the authors'” to a fully viscous analysis by including
all of the viscous terms in the Navier-Stokes equations. Upon
analyzing the results from this analysis, it has become appar-
ent that while the surface boundary layers are adequately
resolved with the system of overlapping O-grids, the grid
system (shown in Fig. 4a) has a few shortcomings:

1) The O-grid used about each airfoil does not provide
adequate resolution of the wake shed from the trailing edge
of the upstream row because of the spreading apart of grid
lines away from the airfoil surface.
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2) It is not possible to extend the upstream and downstream
boundaries of the stage computational domain far enough to
employ one-dimensional inflow and outflow nonreflective
boundary conditions used in the analysis without severely
distorting the grid.

In order to address these limitations, an overlapping O-H
grid system was implemented. The system shown in Fig. 4b
incorporates airfoil conforming O-grids embedded in H-grids.
The O-grids are clustered to resolve the airfoil boundary lay-
ers, and the H-grid lines are distributed to provide for ade-
quate resolution of the wake in the interblade row region.
The H-grid also provides flexibility in locating the upstream
and downstream boundaries of the stage, and in positioning
of the overlap interface between the blade rows.

A quasi-three-dimensional coordinate system is used for
the analysis of flow on a blade-to-blade surface of revolution.
Previous work by Lewis et al.'" and the authors'” used the
explicit hopscotch finite difference scheme to solve the Euler/
Navier-Stokes equations in the quasi-three-dimensional co-
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Fig. 7 Instantaneous pressure contours.

ordinate system. The scheme employed a hybrid second-order
artificial dissipation scheme to stabilize the solution in regions
of high gradients. In this investigation an explicit five-stage
Runge-Kutta time-stepping scheme presented by Swanson and
Turkel'® is used for solving the Navier-Stokes equations in
the interior of the flow domain. The scheme is based on
central difference approximations of the spatial derivative terms
of the governing equations, and utilizes a combination of
second- and fourth-order artificial dissipation. The scheme is
second-order accurate in time and space. The Baldwin-Lomax
model is employed to model turbulence.

Figure 5 shows the topology of the grid system and the five
different types of boundary points involved in the interactive
analysis. They are 1) airfoil surface boundary points on the
O-grid, 2) stage inlet and exit boundary points on the H-grids,
3) boundary points along the periodic boundary of the H-
grids, 4) H-H grid moving overlap boundary points, and 5)
embedded grid overlap boundary points. A detailed descrip-
tion of the treatment of these boundary points can be found
in Ref. 11, and will not be given here.

Boundary Point Calculation

At airfoil surfaces, the no slip condition is imposed. Pres-
sure is extrapolated and the airfoil surface temperature is
specified.

The stage inflow and outflow boundary point calculations
were formulated to yield no reflections of outward radiating
waves and were based on a reference plane method of char-
acteristics numerical scheme originally employed by Erdos et
al.'* At the inflow boundary, the scheme solves the set of
compatibility relations written in Reimann invariant form. For
steady-state computations, total pressure, total temperature,
and flow angle are specified at the inflow boundary, and the
other variables are determined using the outgoing Riemann
invariant and the isentropic flow relations. At the stage out-
flow boundary, two compatibility relations associated with the
outgoing wave and particle path and the incoming wave are
used for unsteady computations. For steady flow computa-
tions, the static pressure is fixed at the outflow boundary and
the other flow variables are obtained using the outgoing par-
ticle path and the Riemann invariant relations.

Phase-lagging procedures are enforced at the grid periodic
boundaries to allow for arbitrary airfoil counts in the vane
and blade rows. With this procedure!!-!® the solution domain
need only span one pitch in both the vane and blade rows
rather than the entire circumference as is required in general
by those methods enforcing spatial periodicity. The phase-
lagging procedure requires the time-storage of dependent var-
iables at points adjacent to the periodic boundaries.
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Fig. 8 Surface pressure distributions: a) vane and b) blade.

The vane and blade flowfields are coupled at the vane exit/
blade inlet plane. The two grids are overlapped to enable
transfer of information between the two solutions, and de-
pendent variables at the vane exit/blade inlet are obtained by
bilinear interpolation on each blade-to-blade grid surface. Since,
in general, the airfoil spacing is not the same in each row, a
phase-lagging procedure similar to that used at the periodic
boundary is used to obtain data outside the solution domain
at any particular time.
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Fig. 11 Unsteady envelope of pressure on blade surface.

The chimera technique'® is used to couple the O and H
grids at the outer boundary of the O grid. This is a general
purpose scheme that allows data transfer between solutions
on arbitrarily overlapped grids. It is a more general scheme
than that used at the vane-blade interface, and involves in-
terpolation of data in one solution to obtain boundary con-
dition data for the other solution.

Results

Computations for the turbine stage described previously
were made on the overlapped grids shown in Fig. 4b. The
unsteady interactive solution was started from steady isolated
vane and blade row solutions. The steady solutions were cal-
culated using the interactive code, but with fixed interblade-
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Fig. 12 Time-averaged pressure distribution on vane surface.
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Fig. 13 Time-averaged pressure distribution on blade surface.

row boundary conditions prescribed at the vane exit and blade
inlet, and spatially periodic conditions enforced along the grid
circumferential boundaries.

The coupling between the vane and blade solutions in the
interactive calculation was accomplished by interpolating in-
flow or outflow boundary data for the blade or vane from the
other solution. Two-dimensional bilinear interpolation was
used to obtain the boundary data. For unequal numbers of
vanes and blades, a phase-lagging procedure was enforced
along the grid circumferential boundaries instead of the spa-
tially periodic condition.

Typically, the time required to converge the unsteady so-
lutions was equal to the time increment for the rotor to rotate
one revolution. The number of time steps for one circumfer-
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ential period (corresponding to two vane passing periods and
three blade passing periods for this case) was 2580. Lift coef-
ficient time histories for the vane and blade rows showing
convergence from the steady to quasisteady solutions are pre-
sented in Fig. 6. Instantaneous pressure contours from the
computations are shown in Fig. 7. The plot shows strong
gradients within the vane and blade passages. Also evident
are the vane trailing-edge shocks propagating downstream
into the rotor. For this operating condition, the vane trailing-
edge shocks impinge on the rotating blades, creating large-
amplitude pressure fluctuations around the blade leading edge.
The degree of unsteadiness on the airfoil surfaces is shown
in Fig. 8. In this figure, the envelopes of the unsteady pressure
fluctuations are presented along with the time-mean pressure
distributions. The plot clearly shows that the vane row is
choked with no unsteadiness propagating upstream of the
throat location on the vane suction surface. The figure also
shows that the blade unsteady pressure fluctuations around
the airfoil leading edge are as large as the steady airfoil load-
ing. Comparisons of the time-mean and steady-state solutions
show reduced loading on the vane and lower incidence on the
blade for the time-mean prediction. The difference in inci-
dence angles on the blade is consistent with the finding of
Ashworth et al..,'* from rotating wire experiments. Ashworth
attributed this apparent incidence change to the reduced ve-
locity in the vane wakes.

Instantaneous Mach number contours from the present so-
lution are compared with those from a capped O-grid solution
obtained with the hopscotch algorithm in Fig. 9. Both plots
show strong gradients within the vane and blade passages.
Also evident are the vane trailing-edge shocks propagating
downstream into the rotor. The wake clearly propagates fur-
ther downstream with the O-H grid scheme. This is attributed
to the better resolution provided by the O-H grids and to the
improved dissipation model used with the numerical scheme.

Comparisons between the vane and blade envelopes of the
unsteady airfoil surface pressure distributions from the O- and
O-H grid scheme predictions and measurements are presented
in Figs. 10 and 11, respectively, where the results are pre-
sented vs percent wetted distance along the airfoil surface.
Consistent with the results in Fig. 8, no unsteadiness is pre-
dicted upstream of the vane throat in Fig. 10. Downstream
of the throat on the vane suction surface, both predictions
and measurements show significant unsteadiness. The un-

steadiness on the vane suction surface is because of the impact
of the vane trailing-edge shock reflection from the blade lead-
ing edge. The reasons for the discrepancies between the pre-
dictions are not fully understood; however, the O-H grid scheme
should be more accurate than the O-grid scheme because of
the higher order damping scheme employed with the Runge-
Kutta algorithm. It is possible that the O-H grid solution
overpredicts the unsteady excursion because it does not model
the three-dimensional effects, which are thought to be im-
portant in the highly unsteady interblade row region. Mod-
eling the flow in three dimensions would provide relief for
the high gradients seen between the blade rows. The blade
unsteady pressure envelopes in Fig. 11 show higher amplitude
unsteadiness from the O-H grid solution than the O-grid so-
lution, which is likely the result of better resolution with the
O-H grid scheme. The O-H grid solution also shows better
agreement with the data. Figure 11 clearly shows that the
unsteadiness persists at a near-uniform level on the pressure
surface, whereas it dies out with increasing distance from the
leading edge on the suction surface. This difference is the
result of the entire pressure surface being exposed to the vane
trailing-edge activity, whereas the rear part of the suction
surface is hidden from the vane trailing edge.

Calculated time-mean airfoil surface pressures from the
O-H grid scheme are compared with measurements from the
rig test'? and with calculations from the previous capped O-
grid scheme'” in Figs. 12 and 13. These figures present the
time-averaged surface pressure distributions for the vane and
blade. The standard deviations over multiple tests in the ex-
perimental data are indicated by the vertical bars through the
symbols. At most locations, the standard deviations fall within
the symbols. On the vane pressure surface, both predictions
are essentially in agreement and closely match the data, except
in the vicinity of the 80% wetted distance where the data lie
below the prediction. There appears to be no physical expla-
nation from steady isolated airfoil row testing experience for
the measured decrease in pressure. On the vane suction sur-
face, the predictions are in good agreement except near 50%
wetted distance where the present O-H grid solution more
closely matches the data. This is attributed to the better res-
olution provided by the O-H scheme and the higher-order
damping employed with the Runge-Kutta algorithm. The small
pressure rise at 50% wetted distance indicates the presence
of a weak trailing-edge shock reflection. While the O-H grid
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solution predicts the presence of the shock, the shock location
is not accurately predicted. The flow in this region is highly
transitional and it is believed that a combination of better
turbulence/transition modeling and improved grid resolution
would yield predictions that more closely match the data.
Figure 13 presents a comparison between the blade data and
the results of the O-H grid and O-grid predictions. On both
surfaces, the predictions are relatively close to each other,
with the O-H grid solution matching the data more closely
on the pressure surface. On the suction surface, the predic-
tions are slightly above the data, and neither solution predicts
the oscillatory behavior between 20 and 33% wetted distance.
Overall, the agreement between the predictions and the meas-
urements is good, with the O-H grid solution matching the
data more closely.

Blade surface phase-resolved pressure data are compared
with predictions from the O-H scheme at different locations
in Fig. 14. At each gauge location, the data and predictions
from the two grid points nearest to the gauge are plotted. The
labels on each plot in this figure indicate the pressure surface
(PS) or suction surface (SS) and the percent wetted distance
from the geometric stagnation point. In Fig. 14, the beginning
and end of a period is chosen arbitrarily so that the calculated
phase is best matched with data for most of the gauges. How-
ever, once this reference time is chosen, it is fixed for all
locations. The predicted amplitudes closely match the data.
It appears that about half of the gauge pressures are out of
phase relative to the predictions. On the pressure surface, the
predicted and measured data agree well, whereas on the suc-
tion surface, there are some differences.

It should be noted that three-dimensional effects are only
partially accounted for in the quasi-three-dimensional anal-
ysis. It is likely that the predictions will not closely match
experimental data in interblade-row regions where three-di-
mensional effects are likely to be significant. Despite this
limiting flow modeling assumption and the uncertainties with
the experimental measurement accuracy, the agreement be-
tween the predictions and data is very good.

Conclusions

A two-dimensional unsteady Navier-Stokes code based on
an explicit Runge-Kutta algorithm and a O-H grid system has
been successfully used to predict the unsteady flow in a tran-
sonic turbine stage. The code has been shown to predict the
strong interactions between the vane and blade created by
the vane trailing-edge shocks impinging on the downstream
rotor. Predicted time-averaged and phase-resolved airfoil sur-
face pressure distributions show good agreement with stage
data acquired in a short duration shock tunnel.
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